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Abstract

Network measurement is an important approach to understand network behaviors, which has been widely studied. Both TCP and
ICMP are applied in network measurement, while investigating the differences between the measured results of these two protocols is
an important topic that has been less addressed. In this paper, to compare the differences between TCP and ICMP when they are used
in measuring host connectivity, RTT, and packet loss rate, we designed two groups of comparison programs, and after careful evaluating
of the program parameters, we executed a lot of comparison experiments on the Internet. The experimental results show that, there are
significant differences between the host connectivity measured using TCP or ICMP; in general, the accuracy of connectivity measured
using TCP is 20-30% higher than that measured using ICMP. The case of RTT and packet loss rate is complicated, which are related
to path loads and destination host loads. While commonly, the RTT and packet loss rate measured using TCP or ICMP are very close.
According to the experimental results, we also give some advices on protocol selection for conducting accurate connectivity, RTT and

packet loss rate measurements.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Network measurement is an important research arca
and a hot topic in network community. It is an effective
method to investigate network performance and behavior
characteristics. It also gives straightforward guidance to
the evolution of the Internet infrastructure and the
enhancement of protocols [1-3].

Many outcomes have been obtained in network mea-
surement research. The IETF IPPM work group proposed
a series of RFC documents to define network performance
metrics and gave recommendations on metrics measure-
ment. Vern Paxson proposed a framework for enforcing
network measurement [4]. To comprehensively understand-
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ing the network performance for a long-term, researchers
built large-scale network measurement systems [8]. In
[6,7], the authors proposed measurement methods for delay
and bandwidth metrics. Moon et al. studied on eliminating
the clock errors in network measurement [5,9].

There are mainly two ways to measure the network:
active and passive. Active measurement means that the
user injects probe packets into the network from a probe
host, and observes the response of the network to the probe
packets at the probe host or destination host, to get knowl-
edge about network performance. As it is easy to use, has
accurate results, and can be flexible deployed at anywhere
in the network, active measurement becomes the primary
method of network measurement. For example, the ping
and traceroute programs are the most frequently used
active measurement tools. When conducting active mea-
surement, particularly in measuring path RTT and packet
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loss rate, the probe packets injected into the network usu-
ally are IP packets in which encapsulated with ICMP mes-
sage. This method, for it can be implemented easily, and
when measuring, there is no need to install any cooperation
program at the destination, has been widely applied in net-
work measurement. But ICMP is not designed for data
transmitting, and it can be easily imposed by network
attack activities such as Smurf, Ping of Death, etc. Accom-
panying with the popularization of Internet, in considering
of the security and efficiency of network, many routers and
end hosts have rate limited or even blocked ICMP packets,
which may lead to obtain wrong measuring results or the
measurement cannot be conducted at all [8]. Therefore
recently, researchers proposed to measure network using
the three-way handshake process of TCP [6,10].

Replace ICMP with TCP, when measuring network per-
formance, an accompanied question is: do there have any
differences between the measured results of TCP and ICMP?
If the answer is yes, then how much? From intuition, some-
one may say that the results of TCP are better than ICMP,
on the reason of routers and end hosts rate limit or block
ICMP packets. While the function of router is to transmit
IP packets, in general, there should have no significant dif-
ference in processing a TCP packet or an ICMP packet. Fur-
thermore, in the end host, the processing of an ICMP packet
is simpler than the processing of a TCP packet. The results of
TCP are not better than the ones of ICMP inevitably.

The significance of research on this problem is manifold.
First, researchers and operators have accumulated lots of
history data about network performance; most of them
were collected with ICMP. While after replacing ICMP with
TCP in network measurement, we can rightly analyze the
newcome data with the history data, and correctly summa-
rize network performance characteristics and its evolution,
only if we understand the difference of measurement results
of the two protocols. Second, some researches, e.g., [22,24],
have analyzed and concluded network performance charac-
teristics from measurement done with TCP or ICMP sepa-
rately. Whether these conclusions truly reflect the network
performance, whether we can apply these conclusions at
large, it also needs we understand the differences of mea-
surement results of the two protocols. Still other researches
assume that there is no difference in the results of the two
protocols, for example, the authors of [11] use the RTT
and packet loss rate measured by ping (ICMP) to calculate
and predict TCP throughput. To validate these researches,
we must check this assumption. At last, in [4], the authors
are aware of that; the same performance metric may have
different measurement results, if it is measured using differ-
ent protocols, and advise that, when discussing the mea-
surement results, the protocol used in measuring must be
pointed out. However this approach unnecessarily increases
the amount of measurement, and augments the difficulty of
result analysis, for people just wants to know the networks
performance while not cares about protocols.

In this paper, to investigate the differences in the mea-
surement results of some network performance metrics

such as host connectivity, RTT, and loss rate measured
using TCP and ICMP, we designed two groups of compar-
ison programs, and after carefully evaluate the values of
the program parameters, we conducted lots of comparison
experiments on the Internet. The results show that, it does
really have some differences, when measured using TCP or
ICMP. For host connectivity, the results of TCP are closer
to the real status, while the results of ICMP have large
errors. For a certain host set, the host connection rate of
TCP and ICMP has 20-30% differences. While the case
of RTT and packet loss rate is complicated, with different
path loads and destination host loads, the measurement
results of TCP and ICMP have different quantitive rela-
tions, but at normal, the difference is very little. According
to the experimental results, we also give some advices on
the selection of protocols for measuring network.

The paper is organized as follows. We summarize the
related work in Section 2. In Section 3, we describe the
design of test programs and two groups of comparison
experiments for finding out the protocol differences. We
analyze the results differences of TCP and ICMP based
on the experimental results in Section 4. Finally, we con-
clude and discuss some future works in Section 5.

2. Related works

To the best of our knowledge, there has been no prior
work that focused on comparing the network performance
measured using TCP against which measured using ICMP.
In [12], the authors proposed a high precision active mea-
surement method, and compared the delays measured
using the proposed method against passive measurement.
The authors of [15] proposed a TCP-based RTT passive
measurement method and compared the measured RTTs
with ping. In [13], the authors compared active and passive
measurement methods on packet loss rate. The authors of
[14] compared two different measurement implementations
of one way delay and one way loss rate metrics, which both
are based on UDP. These researches mainly focus on com-
parison of active and passive measurement methods or
implementations, they do not deal with the comparison
of results measured using TCP or ICMP. In the appendix
of [16], the authors compared the path minimum delays
measured using TCP or ICMP, and found that they are
highly correlative. The authors of [17] compared the packet
loss rate measured using ping against real loss rate in the
bottleneck router under TCP flow, the experiments are
conducted under a single router connected mini IP network
which is built by the authors. Although these researches are
partially related to comparison of the results measured
using TCP or ICMP, they only involve a single metric or
are experimented on a single router.

There are also many works have been done on band-
width measurement. Typical bandwidth measurement tools
include pathchar [25], nettimer [26], pathrate [27], etc. for
path capacity measurement, and pathchirp [28], pathload
[29], Spruce [30], etc. for available bandwidth measurement.
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Generally, for measuring bandwidth, these tools have to
send a lot of probe packets in a short time, with a specific
packets sending pattern, for example, packet pair or packet
train. As large amount of ICMP packets send in a short
time may be treated as network attack activities, and TCP
protocol should control the packets sending rate by its con-
gestion control mechanism, most of the bandwidth mea-
surement tools are implemented based on UDP, although
several tools such as pathchar, may partially depend on
ICMP. The essential differences of these tools lie in the
packets sending patterns they adopted, not in the protocols
they implemented. Consequently, evaluating performances
of these tools is an interesting and valuable work. The
authors of [31] compared several bandwidth tools on high
speed links (1000 Mbps), with reproducible cross traffic.
The authors of [32] conducted a similar work mainly in a
10 Mbps network, with a focus on the types of cross traffic.
These works are helpful for tools usage, and also show
direction for further improvement of bandwidth measure-
ment techniques.

In this paper, we took factors such as path loads, desti-
nation host loads which may impact the measurement
results into account, when selecting experiment paths and
hosts; and based on lots of experiments executed on the
Internet, we analyzed and compared the differences in con-
nectivity, RTT and loss rate measurement using TCP and
ICMP.

3. Experiments design

For comparing the difference of TCP and ICMP in net-
work measurement, we designed two groups of comparison
programs: host connectivity comparison program and
RTT, loss rate comparison program. The experiments are
mainly completed with four PCs which all located at a
same LAN in the campus network of Hunan University,
these four PCs have the same configuration with P4
1.4 GHz CPU, 256 MB memory, and RED HAT
LINUX?7.2 operating system. We denote them as source
host HNU1 to HNU4 in this paper. The campus network
of Hunan University is connected to the Internet with
100 Mbps link speed. The probe packets size is 64 bytes.
All experiments had been done from Jun. 18, 2005 to Sept.
14.

In addition, to validate whether the experimental results
are related to the location of source hosts, we also select a
PC located at the Institute of Software of the Chinese
Academy of Science, to execute some experiment. We
denote this PC as IOSI1 in this paper. The results from
HNUI1-HNU4 and 10S1 show that the locations of source
hosts have no effect on results, so we do not select more
source hosts from the Internet to execute our experiments.

3.1. Measurement progress

One of the most frequent used network measurement
tools using ICMP is ping program. Ping can be used to

measure host connectivity, RTT and packet loss rate, it
measures based on ICMP Echo request/reply mechanism.
The measuring process is shown in Fig. 1. When measur-
ing, the source host sends an ICMP Echo request packet
to the destination host, if the destination receives this pack-
et, it will respond with an ICMP Echo reply packet back to
the source, then we have a RTT value for the path from the
source to the destination, and the destination host is acces-
sible. If the source does not receive response from the des-
tination in a certain period, then it concludes that the probe
packet is lost, there is no way to connect to the destination.
We denote the method that measures using ICMP Echo
request/reply as Iping.

In [6,10], the authors proposed another measurement
method which based on TCP SYN/ACK, it makes use of
the three-way handshake process of TCP. The measuring
process is shown in Fig. 2. When measuring, the source
host sends a TCP SYN packet to the destination host,
requesting to establish a connection; if the destination host
allows establish the connection, it responds the source with
a TCP SYN-ACK packet, otherwise responds with a TCP
RST packet. After the source host received the SYN-ACK
or RST packet sent from destination, a RTT value for the
path from source to destination path is calculated, and the
destination host is accessible. If the source does not receive
response from the destination in a certain period, then it
concludes the probe packet is lost; there is no way to con-
nect to the destination. One thing must be noted is that,
when the source receives a SYN-ACK packet, it must send
a RST packet to the destination to break down the estab-
lished connection, to void continuous measurement process

SRC DEST
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Fig. 1. The measurement process of ICMP.
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sy sy
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Fig. 2. The measurement process of TCP.
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has been treated as a SYN-Flood attack by the destination,
and refuses to respond the probe packet. We denote the
method that measures using TCP SYN/ACK as Tping.

3.2. Connectivity measurement comparison program

The processes of the program comparing connectivity
results of TCP and ICMP are as follows: To a certain des-
tination, the program first measures the host connectivity
using Tping, then waits for a while, and measures the host
connectivity using Iping. The measuring processes that use
Iping or Tping are shown in Figs. 1 and 2. We use the con-
nection rate calculated after measuring a lot of destination
hosts to compare the differences of Tping versus Iping in
connectivity measurement.

3.2.1. Destination host sets selection

The selection of destination hosts may affect the accura-
cy of comparison experiment. To find out the real differ-
ence of Iping and Tping in connectivity measurement, we
build two destination host sets. One set is the top 500 web-
sites from [18]. This set presents the difference of Tping and
Iping in probing connectivity of web servers, and we denote
it as TOP500 in this paper.

Beside the web servers, there still are a large number of
other servers and clients on the Internet. To make the
experiment more commonly, we need experiment more
amounts and more types destination hosts. An ideal
approach is to randomly select a good many of IP address-
es from the IPv4 address space. But till now, a great part of
the IPv4 address space still are unused, this approach may
lead both the results of Tping and Iping have many hosts
which are reported cannot connect, and conceals the differ-
ence of Tping and Iping. So we collect 50,000 IP addresses
or host names using the approach mentioned in [21] for
comparison experiment, and we denote this host set as
LARGE in this paper.

The experiment of LARGE set, if is executed by a sin-
gle host, will persist 90 h. The consumed time makes the
experiment difficult. Because the hosts HUNI-HUN4
have the same configuration and can be seen as located
at the same location in the Internet, they may have no
distinct measurement results; and the results of TOP500
set experiment conducted on IOS1 also show that the
location of source host has no relation to experiment
results. So we divide the LARGE set into four sub-sets,
and execute one sub-set experiment on HUNI-HUN4
separately, to reduce the time needed for LARGE set
experiment. After dividing, one experiment of LARGE
set needs about 23 h.

3.2.2. Setup of test parameters

Several parameters of the test program also may have
effect on the experiment accuracy. The first parameter is
the wait time fy,; between Iping and Tping probing. If
we set f,i too small, the latter probe packet may be affect-
ed by the former probe packet [20], makes the results inac-

curate; while if we set f,,; too large, then the network
status and destination host status changed, comparison
of the results loses meaning. In [20], the authors found that,
when the interval between the send times of two successive
probe packet (i.e., ty,;) is equal to 500 ms, the latter packet
will almost never be affected by the former packet, which
means that 500 ms may be a rough minimum bound of
twait- Furthermore, as network status keeps stable on the
time scale of minutes [19], we set ty,; to 1s. One similar
parameter of the test program is the wait time between
the probing of two different destination hosts, for the same
reason, we set it to 1 s too.

Another parameter may affect the experiment accuracy
1S fou, which means the duration the source wait for
response after it send a Tping or Iping probe packet. Too
small 7., may exaggerate the loss event during experiment,
the results are smaller than the real status, and the experi-
ment is inaccurate. While large 7., add unnecessary exper-
iment time. To set a proper f,,, we first set 7., to 5's, and
measure the RTT of hosts in TOP500, most hosts have
RTT no more than 2's, so we set #,,, to 3 s.

The last parameter may affect the experiment accuracy is
Cre, the repeat probing times when the source received no
answer. If we set ¢, to 1, then we may exaggerate the loss
event during experiment, the results are smaller than the
real status, while repeats probe too much when the source
faces loss, it also adds unnecessary experiment time.
Analysis of results of RTT experiment discussed later show
that, in the normal network status, the frequency of three
continuous packets lost is tiny, so we set ¢, to 3.

3.3. RTT and loss measurement comparison program

The processes of the program comparing RTT and loss
rate results of TCP and ICMP are as follows: To a certain
destination, the program first measures RTT using Tping,
then waits for a while, and measures RTT using Iping,
we denote the two probing as a probe packet pair; at last,
the program waits 3 s and repeats the above process. The
measuring processes that use Iping and Tping are shown
in Figs. 1 and 2. If the source host gets no response after
sending probe packet in a certain period, then it judges it
detects a loss event.

The parameters f.,;; and ¢, of the program also have
effect on experiment results, the setup of these parameters
are similar with which in connectivity comparison pro-
gram, excepts the 7., is set to 5s to accommodate very
large RTT appeared in experiment, although it is scarcely.

4. Results analysis
4.1. The Differences in connectivity measurement
4.1.1. Data collection
We repeat connectivity comparison experiment many

times with TOP500 set on source hosts HNUI-HNU4
and IOS1 at different date. While the experiments with
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LARGE set are only repeated several times on source hosts
HNUI1-HNU4, for it needs too much time.

In every test, we record destination hosts count (/ges),
actually probed hosts count (%), the amount of hosts
which respond to both Tping and Iping (/p0), the amount
of hosts only respond to Tping (/p), the amount of hosts
only respond to Iping (%icmp), and the amount of hosts
respond to none (/,,n). We compare the difference of con-
nectivity results measured using Tping and Iping by calcu-
lating host connection rate of Tping and Iping. If we do not
care about whether the hosts respond to neither Tping nor
Iping are really inaccessible, the connection rate of Tping
or Iping can be computed using the following formulas,
and we denote them as nominal connection rate.

Rrcp = (Mot + hiep) /Hprn X 100% (1)
Riemp = (Moot + Aiemp) /hprs X 100% (2)

The nominal connection rate ascribes causes of hosts re-
spond to neither Tping nor Iping to the protocols cannot
probe the host connection, this may underestimates the
connection probing capability of Tping or Iping. In fact,
these hosts are unaccessible even using web browser, i.e.,
these hosts real have connection problems, while it is not
the protocols do not probe their connectivity. Reasonable
comparison of the results must be based on the connectible
hosts, So we must calculate the connection rate after ex-
clude the really inaccessible hosts, using the following for-
mulas, we denote them as real connection rate.

TRTCP = (hboth + htcp)/<hprb - hnone) X 100% <3>
Tl{ICMP = (hbolh + hicmp)/(hprb - hnone) X 100% (4)

The TOP500 set experiment times of each host are list in
Table 1. There are totally 239 experiments. As discussed
in Section 3.2.2, the program parameters 7., and ¢, may
have effect on the results, we compound three parameters
cases with different values of 7., and ¢, and repeat exper-
iments under each case, to find out the proper parameters
set for final comparison. The detailed compounding of
parameters are as follows: Case 1 set 7,y to 3 s and ¢, to
1; Case 2 set t,y to 3 s and ¢, to 3; Case 3 set 5, t0 58
and ¢, to 3.

To investigate whether the changes of network status
along with the lapse of time in a day have effect on exper-
iment, we also repeat experiment at each host in a day with
interval of 2 h. Fig. 3 is the results of experiment done on
HNUI, the four curves, from up to down, are the TR 7¢p,
Rtcp, TRicmp, Riemp in a day. As shown in Fig. 3, the net-
work status changes have no significant effect on connectiv-

Table 1
Experiment count for TOP500

HNUI HNU2 HNU3 HNU4 1081
Casel 8 13 5 10 6
Case2 32 28 43 24 26
Case3 8 12 9 11 4

100 g ==
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90 1
&85
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65 G B o B BB g B BBl
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PER PR R P BT I N A R

6 8 10 12 14 16 18 20 22 24
Time(hour)

Connection Rate(%)

Fig. 3. Connection rate measured on HNU1 in a day for TOP500.

ity measurement. The other hosts have similar results, and
for space limitation, we do not present them at here. This
result indicates that we can analyze the results of experi-
ments with no care of what time the experiments have been
done, for we do the experiments listed in Table 1 at differ-
ent day and different time.

4.1.2. The effect of test parameters

Table 2 lists the real connection rate of TOP500 at
HNU?2 under different parameters cases; other source hosts
have similar results. As can be seen from it, all the statistics
of real connection rate measured under case 1 are lower
than that measured under case 2 and case 3, for example,
the mean TRycp under case 1 is lower than that under case
2 and case 3 with 4.4%. In addition, the results measured
under case 2 and case 3 are more stable than which mea-
sured under case 1, e.g., the difference of maximum and
mean is 4.1% when measured under case 1, while which
is only 0.8% when measured under case 2. The difference
of case 1 and case 2 lies in the value of ¢, which in case
11is 1 and in case 2 is 3. This indicates that small ¢, actually
makes the experiment results unstable and lower than the
real conditions.

Furthermore, from Table 2, we also noticed that the
results measured under case 2 and case 3 almost have no
difference, this reveals that to set 7,y to 3 s is enough to
eliminate the effect of large network delay on experiment.
Set 7,y to 3 while not 5 s saves much time when do exper-
iments, especial for the LARGE set.

This shows that, to do experiments under case 2 gets sta-
ble and accurate results and saves experiment time. So we
only select the results measured under case 2 to analyze
the differences of TCP and ICMP in the connectivity mea-
surement on TOP500, and only do experiment under case 2
for LARGE set.

4.1.3. The differences in connectivity measurement

Table 3 lists the final results of connection rate of
TOP500, which measured under case 2. The actually
probed hosts count (/1) is smaller than destination hosts
count(/hgest), it is because some host name in the TOP500
can not been resolved by the DNS. The TRtcp is about
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Table 2
The real connection rate measured on HNU2 for TOP500 under different parameter case
Case Test count Mean TRtcp Max. TRtcp Min. TRycp Mean TRicmp Max. TRicmp Min. TRicmp
Case 1 13 94.6 98.7 91.3 63.1 65.7 59.1
Case 2 17 99.0 99.8 98.0 65.0 66.0 63.7
Case 3 12 99.0 99.6 98.1 65.1 66.0 63.8
Table 3
The connection rate results for TOP500 set
Src host Ngest Do Response Connection rate (%)

hbolh hlcp hicmp hnone RTCP RICMP TRTCP TRICMP
HNUI 500 485 285 160 3 37 91.8 59.9 99.3 64.3
HNU2 500 486 285 156 6 39 90.7 59.9 99.0 65.0
HNU3 500 483 283 155 4 42 90.5 59.3 99.1 64.9
HNU4 500 484 287 158 4 35 91.9 60.1 99.1 64.8
10S1 500 491 290 160 3 38 91.6 59.7 99.3 64.7

99%, while TRicmp is only 65% around. This means that
the connectivity measured using TCP is far more accurate
than which measured using ICMP, For the TOP500 host
set, the difference of them is 35% approximately. Even
the nominal connection rate, which ascribes cause of hosts
respond to neither Tping nor Iping to the protocols cannot
probe the host connection, Tping’s is still upwards of 90%,
which higher than Iping’s with 30% nearly.

Then we can conclude that, when measuring connectivity,
using TCP is more accurate than using ICMP, the connec-
tion of 99% web servers can be correctly measured using
TCP, while ICMP may improperly estimates about 34%
servers which in fact are online as inaccessible. The main rea-
son for the large errors of ICMP in measuring connectivity
may be that many web servers or routers in the Internet rare
limit or even block ICMP packets. Furthermore, although
the connection rate of TCP reaches 99%, there still have
few hosts that do not respond to Tping but respond to Iping.
These hosts may deploy some security policies to prevent
TCP SYN-Flood attack, while do not block ICMP packets.
To improve the accuracy of connectivity measurement, we
can use TCP, and complement with ICMP.

We also seen from Table 3 that, both the source hosts
HNU1-HNU4 which locate at the same LAN and the host
I0S1, have similar results, i.e., the experiment results are
not related to the location of source hosts. Therefore,
although the experiments are mainly completed at one
place on the Internet, the conclusions are universal.

Table 4
The connection rate results for LARGE set

The experiments of LARGE set repeat four times on
source hosts HNU1-HNU4, the results are shown in Table
4. The connection rate of both TCP and ICMP increased
more or less, especially Iping, the Rjcpp increased to
75%, the TRicmp increased to 81%. The cause of large
increased Iping connection rate may be that, general hosts
in the Internet have less chance to be attacked than web
servers, then less of them block ICMP packets. But the
connection rate of TCP is still higher than ICMP with
20% for TR 7¢p and with 18% for Rrcp. Then we can con-
clude from Table 3 and Table 4, To any hosts on the Inter-
net, measuring its connectivity using TCP can achieve
accuracy higher than 99%, while using ICMP have large
errors, the connection rate measured using TCP is higher
to 20-30% than which measured using ICMP.

4.2. The differences in RTT measurement

4.2.1. Data collection

As shown in Figs. 1 and 2, the measured values of RTT
and loss rate are mainly decided by the transmitting perfor-
mance of routers in the path and the respondence speed of
destination hosts. If there have differences in the RTT and
loss rate measured using TCP and ICMP, it may be under
different network loads, the routers provide different trans-
mitting performance to TCP and ICMP; or affected by
host’s load, destination hosts respond to the packets of
TCP or ICMP with different speed. In general, the mean

Test no. Dgest hprb Response Connection rate (%)
Nboth Piep Hicmp Nnone Rrcp Ricmp TRrcp TRicmp
1 50,000 49,104 36,829 9034 231 3010 934 75.5 99.5 80.4
2 50,000 49,066 37,446 8725 139 2756 94.1 76.6 99.7 81.2
3 50,000 49,125 36,764 8774 276 3311 92.7 75.4 99.4 80.9
4 50,000 49,094 37,324 8971 233 2566 94.3 76.5 99.5 80.7
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Table 5

Path performance level divisions

Performance level Level 1 Level 2 Level 3 Level 4 Level 5

RTT range <30 ms 30-100 ms 100-900 ms 900-1500 ms 1500-3000 ms
Evaluation Excellent Good Moderate Bad Poor

Host notation L1A, L1B L2A, L2B L3A, L3B L4A, L4B L35A, L5B

RTT is a token of the performance baseline of a path at
regular load. To find out the difference of RTT and loss
rate measured using TCP or ICMP under different path
conditions and host statuses, according to the RTTs of
TOPS500, and based on the subjective judgment, we divide
the mean RTT into five levels, to present five kinds of typ-
ical path packet transmitting performance separately.
Then, based on mean RTT to the host, we select two des-
tination hosts for each level from TOP500 to measure their
RTT and loss rate. The division of path performance level
is shown in Table 5, the last row of it present the notations
used for selected hosts at each level.

The hosts in TOP500 usually have high load, to make
the experiment general, we need some light loaded hosts
in experiment. But it is not so easy to find such hosts on
the Internet, through measuring, the mean RTT of the path
from HNU1-HNU4 to 1I0S1 is about 246 ms, then we
select IOS1 as a light loaded hosts at level 3. However,
there are no light loaded hosts at the other performance
levels, this may have some effects on the final comparison
of RTT and loss rate measured using TCP and ICMP.

The mean RTTs to every host and path lengths are listed
in Table 6. The complete route to several hosts cannot be
probed, and then we list the maximum path length we can
probe. Table 6 shows that the path performance division
using mean RTT is consistent with path length on the whole.

We use the test program mentioned in Section 3.3 to
measure the RTT and loss rate of TCP and ICMP. In gen-
eral, the network status and host loads are varied with time
in a day, and then every measurement lasts 24 h to cover all
the status of network and hosts. The experiments are main-

Table 6
The mean RTT and path length of selected destination hosts

ly completed on source hosts HNUI-HNU4, for every
selected destination hosts, we repeat 8 times at different
day. To validate whether the location of source host have
effect on the experiment, we also execute several measure-
ments on I0S1, and the results indicate there is no effect.

4.2.2. The difference in RTT measurement

We use measured mean RTT to compare the quantitive
difference of RTTs measured using TCP and ICMP, the
results are shown in Table 7. For small delay paths, the
mean RTTs measured using Tping have no significant dif-
ference compared with which measured using Iping, but
the I0S1 is an exception, with mean RTTs of Iping is larger
than that of Tping with several millisecond. While for large
delay paths, the mean RTTs measured using TCP is larger
than which measured using Iping with tens of millisecond.
The other statistics of measured RTT such as median, 25
percentile, 75 percentile, etc. have similar characteristics,
although the minimum RTTs of Tping and Iping are basi-
cally equal, as shown in Table 8, also with the exception of
10S1.

The minimum RTT comprises of the fixed delays of the
path, which presents the static performance of the path;
while the mean RTT include the effects of the path loads
and host loads at statistical meaning, which presents the
dynamic performance of the path. The ratio of them can
reflect the effect of path loads and host loads have on mea-
sured RTT in the rough, we define the ratio as RTT
expanding ratio « as in the formula given below.

o = RTTean/RT Tinin (5)

Host notation Mean RTT (ms) Path length (hop)

Host notation Mean RTT (ms) Path length (hop)

L1A 9.4 8 L1B 22.3 12

L2A 37.7 12 L2B 68.6 >13

L3A 280.1 14 L3B 265.4 >14

L4A 1262.4 19 L4B 1104.7 >21

L5A 2244.5 21 L5B 2139.3 >22

1081 246.2 15

Table 7

Mean RTTs measured using Tping and Iping (ms)

Protocol L1A L1B L2A L2B 1081 L3B L3A L4B L4A L5B L5A
Tping 7.4 22.1 37.8 66.9 237.6 255.4 274.1 1030.1 1423.1 2244.5 2072.1
Iping 8.1 22.5 373 67.5 243.4 255.9 273.6 1014.8 1262.5 2222.5 2051.9
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Table 8

Minimum RTTs measured using Tping and Iping (ms)

Protocol L1A LIB L2A L2B 1081 L3B L3A L4B L4A L5B L5A
Tping 2.74 3.43 26.59 29.57 223.4 33.9 48.6 37.65 23.77 57.43 27.61
Iping 2.78 3.41 26.71 29.53 225.1 34.2 48.5 37.32 23.79 57.52 27.55
Table 9

The RTT expanding ratio for the paths to destination hosts

Protocol L1A LI1B L2A L2B 1081 L3B L3A L4B L4A L5B L5A
Tping 2.7 6.4 1.4 2.3 1.1 7.5 5.6 27.4 59.9 39.1 75.0
Iping 29 6.6 1.4 23 1.1 7.5 5.6 27.2 53.1 38.6 74.5

Small « means the mean RTT is close to minimum RTT,
the loads of path and destination host only have little effect
on the measured RTT; while large « means the mean RTT
is far apart to minimum RTT, the loads of path and source
hosts have high effect on the measured RTT. Table 9 lists
the o of every host for Tping and Iping. We can see from
it, that small delay path has small «, while large delay path
has o exceed 20.

Therefore, for the large delay path in experiment, the
loads of path and destination host may have large effect
on RTT measurement. In general, the routers give TCP
packet higher transmitting priority, the effect of path on
RTT measured using TCP should less than which mea-
sured using ICMP. While for the large delay path in exper-
iment, the RTT measured using Tping is larger than which
measured using Iping, it may because of that, and the loads
of destination host reach or exceed its process capability. In
this situation, due to the process of TCP packet is more
complicated than ICMP packet, the response of destina-
tion host to TCP packet will be slower than to ICMP pack-
et. For the small delay paths in experiment, the loads of
destination host are although high, while are still in the
process ability of it, so there is little difference in the mean
RTT measured using TCP and ICMP.

Hence, for the path destined to high load host, whether
the host loads reach its process capability has large effects
on the quantitive relation of RTT measured using TCP
and ICMP. If the loads of the host reach or exceed the pro-
cess capability, the RTT measured using TCP will be larger
than which measured using ICMP; if the load of the host
does not reach its process capability, then the RTT mea-
sured using TCP and ICMP are basically the same. The
RTT expanding ratio « can reflect whether the host load
reaches its process capability roughly.

We also find from Table 9 that, for the path to IOSI, the
mean RTT have fewer difference with minimum RTT, it is
because of that, the IOS1 almost has no loads, the mea-
sured RTT mainly affects by the loads of path. For the path
to IOS1, both the mean RTT and minimum RTT measured
using Tping are smaller than which measured using Iping
several millisecond. In fact, the other statistics of this path

have similar characteristics. This indicates that for the path
to light load host, the RTT measured using TCP is smaller
than using ICMP.

Based on Tables 7-9, we can conclude that, for the path
destined to light loaded host, the RTT measured using TCP
will smaller than which measured using ICMP. While for
the path to high loaded host, the quantitative relation of
RTT measured using TCP and ICMP is determined by
the RTT expand coefficient o, when o is smaller than 20,
the RTT measured using TCP and ICMP are basically
the same; if o is larger than 20, the RTT measured using
TCP may larger than which measured using ICMP. For
accurately measuring the path RTT, we can select the mea-
suring protocols according to «, for the path have « smaller
than 20, using TCP, when « is larger than 20, using ICMP.

4.2.3. Similarity in statistics

Fig. 4 shows the Tping and Iping RTT time series of the
path to host L2A in 24 h. The time series of RTT measured
using Tping and ling are very similar. In fact, this charac-
teristic appears for almost all hosts in experiment, includ-
ing IOS1, i.e., in the most case, Tping and Iping can
measure the same RTT time series trend.

But this is not true for the path to host L4A. Fig. 5
shows the Tping and Iping RTT time series of the path
to host L4A in 24 h. The RTT measured using Tping var-
ied sharply along with time line; while the RTT measured
using Iping are far more stable. We find that the path to
L4A has large loss rate, for Tping, to 32%, Iping, 42%. This
means that the path is very congested, however, the loss
rate of the path to the last router in the route to L4A, is
only 7%. Then the high loss rate is due to that L4A host
is overloaded. In the host, the process of TCP packet is
more complicated than ICMP packet; when the host is
overloaded, the response time of it to TCP packet varied
sharply, while to ICMP packet keep relative stable,
although with high loss rate.

Another special RTT time series occurs in the path to host
L3B, as is showed in Fig. 6. The measured RTT seems to be
related to the measuring time. In most time duration, mea-
sured RTT is larger than minimum RTT. The observation



436 L. Wenwei et al. | Computer Communications 30 (2007) 428-439

1400 1 1 1 TI R 1
ping
1200 lping -
1000
£ 800
E 600
o
400
200
0 5
o o o Q o o Q
o (] o o o o
(=] [=] (=] o (=] Qo
wn (=] wn [=] Tyl [=]
— — [aV) (AY] 2]
packet segence

Fig. 4. One RTT time series for the path to L2A.

Tping ——

5000 lping
4500
4000
3500

@ 3000
= 2500
E 2000
1500
1000
500

0

I
|
I
I
I
I

i

o

M

packet segence

200
4000
6000
8000
10000 F
12000

Fig. 5. One RTT time series for the path to L4A.

of [22,23] said that, at any time, we can measure the path
minimum RTT within a short time duration with high prob-
ability; it is also an premise assumption of the bandwidth
measurement tools such as Pathchar [7], which based on var-
iable packet size technology, have made to the network path
property. Obviously, to the path destined to L3B, we cannot
measure the minimum RTT at most time period. Although it
is not closely relate to the work of this article, why the RTT
of the path to L3B are so time related, and how many paths
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Fig. 6. One RTT time series for the path to L3B.

in the Internet have such a characteristic, this may be prob-
lems need further research.

The cumulate distribution function (CDF) and frequen-
cy distribution of RTT measured using Tping and Iping are
also very similar, as an example, we show the RTT distri-
butions of one measurement of the path to L2A in
Fig. 7. the CDF and frequency distribution curves of
RTT measured using Tping and Iping are nearly super-
posed. All the other hosts, except L4A, have such charac-
teristic too, i.e., at the normal case, Tping and Iping can
measure very similar RTT distribution characteristics.

4.2.4. The correlation between RTT values

To inspect whether the RTT measured using Tping and
Iping in a packet pair is correlated, we also draw the scatter
plot of the RTTs for consecutive Tping and Iping, and also
calculate the correlation coefficient of them. Fig. 8 is the
RTT scatter plot of the measurement corresponding to
Fig. 4. It shows that the RTTs measured using TCP and
ICMP in a packet pair are nearly not correlative. In fact,
the correlation coefficient of RTT measured using Tping
and Iping is only 0.034. Although the time series, CDF
and frequency distribution are very similar for RTTs mea-
sured using Tping and Iping, they are not correlative in a
packet pair.
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Fig. 7. The RTT CDF and frequency distribution of the path to L2A.
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Fig. 8. The scatter plot of Tping RTT versus Iping RTT.
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To find out the cause of the lack of correlation between
Tping and Iping in a packet pair, we slightly modified the
test program, made it sends two TCP packets or two ICMP
packets in a probe packet pair. Fig. 9 shows the scatter plot
of the case that both the packets in a probe packet pair are
ICMP packets; the correlation coefficient of them is 0.041.
The case of TCP has similar results. Therefore, the lack of
correlation shown in Fig. 8 occurs for the measurement
method, and is not due to the protocols used in the mea-
surement method.

While the minimum RTTs measured using Tping and
Iping are strongly correlative. Fig. 10 shows the scatter plot
of minimum RTT measured using Tping and Iping in one-

minute interval, the data is from the same measurement we
draw Fig. 4. The other measurements for all hosts in our
experiments have the same results. In Table 10, we list
the correlation coefficient of minimum RTT measured
using Tping and Iping in one-minute interval for all hosts
we experimented.

4.3. The difference in loss rate measurement

The packet loss rate measured using Tping and Iping
for all experimented hosts are listed in Table 11. For
most destination hosts, the loss rate measured using
Tping is very close to which measured using Iping. For
the high loaded hosts with small path RTT, the loss rate
measured using Tping is larger than which measured
using Iping slightly; while if the path RTT is large, then
the Tping measured loss rate is smaller than Iping mea-
sured slightly. But for the hosts have light loads, such as
10S1, although the RTT is relative small, the Iping mea-
sured loss rate is still larger than Tping measured with
about 2%.

For the routers may rate limit the transmitting of ICMP
packets, we assume that the probability of an ICMP packet
has been dropped by the router is larger than that of a TCP
packet. While the destination host is light loaded, it has
enough process capability to respond to any protocol types
packets; and then we can assume that in this case, the prob-
ability of an ICMP packet has been dropped by the host is
equal to that of a TCP packet, and the probability is small.
While the host is high loaded, and the loads are still in the
process capability of it, for the process of TCP packets in
the host is more complicated than that of ICMP packets,
we can assume that the probability of an ICMP packet
has been dropped by the host is less than that of a TCP
packet. If the load exceed the process capability of the host,
it may rate limit the respondence to ICMP packets, for
ensuring the service performance provided to TCP packets,
then we can assume in this case, the probability of an
ICMP packet has been dropped by the host is larger than
that of a TCP packet.

The high loaded hosts in experiments, when they have
small path RTT, we can know from Table 6, the path
length is short too. Then the effect of routers on loss rate
can be omitted, the measured loss rate is mainly affected

Table 10
The correlation coefficient for minimum RTT measured using TCP and ICMP in a minute

L1A L1B L2A L2B 1081 L3A L3B L4A L4B L5A L5Bs
R 0.735 0.812 0.776 0.764 0.854 0.811 0.998 0.599 0.673 0.714 0.738
Table 11
Packet loss rate (%) measured using TCP and ICMP

L1A L1B L2A L2B 10S1 L3B L3A L4B L4A L5B L5A

Tping 0.56 2.58 1.22 0.59 1.67 0.76 243 4.21 31.64 3.75 10.24
Iping 0.52 2.56 0.92 0.53 3.02 0.95 2.65 4.87 42.92 3.96 10.63
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by the destination hosts, so the loss rate measured using
Tping is slightly larger than measured using Iping, accord-
ing to the assumptions made above. When the path RTT
is large, the path length also long, now the effect of routers
on loss rate can not be omitted, then the loss rate measured
using Tping is slightly smaller than measured using Iping.
While the light loaded hosts such as 10S1, according to
the assumptions made above, the measured loss rate is
mainly affected by the path, then the loss rate measured
using Tping is slightly smaller than measured using Iping
too. Consequently, if the destination host has light load,
using TCP to measure loss rate is more accurate, while for
high loaded hosts, ICMP may be a better choice; however,
if the host is overloaded, then still TCP become the better
choice.

Although there exist differences in the loss rate measured
using Tping and Iping, the difference is very little. For high
loaded hosts, the difference is not exceeding 1%, exclude
the host L4A, which we speculate it may be overloaded.
The light loaded host, also have the difference of only 1-
2%. But they have no correlation. For example, for the mea-
surement correspond to Fig. 4, both the Tping and Iping
measured 27741 times, Tping loses 163 packets, and Iping
loses 145 packets, while the count of the event that TCP
packet and ICMP packet in a packet pair both lose is only
39, i.e., most loss events of Tping and Iping have happened
solely. The experiments for the other hosts also have this
characteristic.

5. Conclusions

For quantitatively investigating the differences of net-
work performance measured using TCP and ICMP, we
have designed two groups of comparison tests, and done
a large amount of experiments on the Internet, to find
out the differences of TCP and ICMP when used to mea-
sure some basic network performance metrics such as host
connectivity, RTT and packet loss rate. The experiment
results show that, there really has difference, when using
TCP or ICMP in network measurement.

For connectivity measurement, TCP can get results
more reach the real status, while ICMP may produce larger
errors. For the TOP500 hosts set in experiment, the differ-
ence of measured connection rate measured using TCP or
ICMP is more than 30%, for the LARGE hosts set, the dif-
ference also reaches 20%. Hence, to measure host connec-
tivity using TCP will have more accurate results.

The difference of RTT and packet loss rate is complicated;
path load and destination host load have great effect on it.
For the light loaded hosts the measured RTT using TCP is
smaller than which measured using ICMP with several milli-
second. While for the high load hosts, if the RTT expanding
ratio o is smaller than 20, the RTT measured using TCP and
ICMP are basically the same, however, if the o is larger than
20, then the RTT measured using TCP will be larger than
that measured using ICMP. When measure RTT, We can
select protocols based on the value of a.

For the light loaded hosts, the packet loss rate measured
using ICMP is larger than using TCP. While for the high
loaded hosts, if the path RTT is small, the loss rate measured
using TCP is larger than using ICMP slightly; if the path
RTT islarge, then the loss rate measured using TCP is small-
er than using ICMP. We can select the protocols used in
packet loss measurement based on the path RTT.

However, at normal state, the time series, CDF, fre-
quency distribution of RTT measured using TCP and
ICMP are very similar, the minimum RTT measured using
either of them are also very correlated, and the difference in
measured loss rate is very slight.

The probe packet size is only set to be 64 bytes in our
experiments, as the next steps, we will repeat the experi-
ment with more packet sizes to find out whether the packet
length has effect on the difference of TCP and ICMP when
using in network measurement. We also plan to experiment
more metrics on this problem.

Acknowledgements

This work was supported by the National Natural Sci-
ence Foundation of China under Grant No. 60473031,
60673155, the National High-Technology Program of Chi-
na under Grant 2005AA121560.

References

[1] V. Padmanabhan, J. Mogul, Improving HTTP latency, Comput.
Networks ISDN 28 (1995) 25-35.

[2] S. Floyd, M. Handley, J. Padhye, et al., Equation-based congestion
control for unicast applications, in: Proceedings of ACM SIGCOMM
’00, September 2000.

[3] L. Breslau, P. Cao, L. Fan, et al, Web caching and Zipf-like
distributions: Evidence and implications, in: Proceedings of IEEE
INFOCOM ’99, March 1999.

[4] V. Paxson, G. Almes, J. Mathis, et al., Framework for IP
Performance metrics, RFC2330.

[5] S.B. Moon, P. Skelly, D. Towsley, Estimation and removal of clock
skew from network delay measurements, in: Proceedings of IEEE
INFOCOM’99, March 1999, pp. 227-234.

[6] S. Savage, Sting: A tool for measuring one way packet loss, in:
Proceedings of INFOCOM2000.

[7] A.B. Downey, Using pathchar to estimate internet link characteris-
tics, in: Proceedings of ACM SIGCOMM 99, 1999, pp. 241-250.

[8] W. Matthews, L. Cottrel, The PingER project: Active Internet
performance monitoring for the HENP community, IEEE Commun.
38 (5) (2000) 130-136.

[9] J. Wang, M. Zhou, H. Zhou, Clock synchronization for Internet
measurements: a clustering algorithm, Comput. Networks 45 (6)
(2004) 731-741.

[10] M. Horneffer, Assessing internet performance metrics using large-
scale tcp-syn based measurements, in: Proceedings of Passive and
Active Measurement Workshop (PAM’00), 2000.

[11] M. Mathis et al., The macroscopic behavior of the TCP congestion
avoidance algorithm, Comput. Commun. Rev. 27 (3) (1997) 67-82.

[12] A. Pasztor, D. Veitch. A precision infrastructure for active probing,
in: Proceedings of Passive and Active Measurement Workshop
(PAM’01), 2001.

[13] P. Barford, J. Sommers, Comparing probe- and router-based methods
for measuring packet loss, IEEE Internet Comput. — Special issue on
Measuring the Internet, Sept/Oct, 2004.



L. Wenwei et al. | Computer Communications 30 (2007) 428-439 439

[14] S. Kalidindi, M. Zekauskas, H. Uijterwaal, Comparing two imple-
mentations of the IETF IPPM one-way delay and loss metrics, in:
Proceedings of Passive and Active Measurement Workshop
(PAM’00), 2000.

[15] H. Jiang, C. Dovrolis, Passive estimation of TCP round-trip times,
ACM CCR 32 (3) (2002) 75-88.

[16] Z. Wang, A. Zeitoun, S. Jamin, Challenges and lessons learned in
measuring path RTT for proximity-based applications, in: Proceed-
ings of Passive and Active Measurement Workshop (PAM’03), 2003.

[17] S.Y. Wang, On comparing the real and probed packet drop rates of a
bottleneck router: the TCP traffic case, Comput. Commun. 26 (6)
(2003) 591-602.

[18] <http://www.alexa.com/>.

[19] Y. Zhang, N. Duffield, V. Paxson, S. Shenker, On the constancy of
internet path properties, in: Proceedings ACM SIGCOMM Internet
Measurement Workshop (IMW’2001), November 2001.

[20] J. Bolot, End-to-end packet delay and loss behavior in the Internet,
in: Proceedings of SIGCOMM’93, 1993, pp. 289-298.

[21] B. Krishnamurthy, J. Wang, On network-aware clustering of web
clients, in: Proceedings of ACM SIGCOMM 2000, 2000, pp. 97-110.

[22] A. Acharya, J. Saltz, A study of internet round-trip delay, Univ of
Maryland, Tech Rep. CS-TR-3736, 1996.

[23] K. Papagiannaki, S. Moon, C. Fraleigh, et al., Analysis of measured
single-hop delay from an operational backbone network, in: Pro-
ceedings of IEEE INFOCOM °02, June 2002.

[24] M. Allman, V. Paxson, On estimating end-to-end network path
properties, in: Proc ACM SIGCOMM 1999, 1999, pp. 263-274.

[25] V. Jacobson. Pathchar: A tool to infer characteristics of internet
paths. <ftp://ftp.ee.lbl.gov/pathchar/>.

[26] K. Lai, M. Baker, Measuring link bandwidths using a deterministic
model of packet delay, in: Proceedings of SIGCOMM ’00 2000,
Stockholm, Sweden, pp. 283-294.

[27] C. Dovrolis, P. Ramanathan, D. Moore, Packet-dispersion tech-
niques and a capacity-estimation methodology, IEEE/ACM Trans-
action on Network 12 (6) (2004) 963-977.

[28] V. Ribeiro, R. Riedi, R. Baraniuk, J. Navratil, L. Cottrell, PathChirp:
efficient available bandwidth estimation for network paths, in:
Proceedings of Passive and Active Measurements Workshop, April
2003.

[29] M. Jain, C. Dovrolis, Pathload: a measurement tool for end-to-end
available bandwidth, in: Proceedings of Passive and Active Measure-
ment Workshop, March 2002.

[30]J. Strauss, D. Katabi, F. Kaashoek, A measurement study of
available bandwidth estimation tools, in: Proceedings of Internet
Measurement Conference, Miami, Florida, October 2003.

[31] A. Shriram, M. Murray, Y. Hyun, et al., Comparison of public
end-to-end bandwidth estimation tools on high-speed links, PAM 2005.

[32] L. Amgrisan, S. Antonio, M. Esposito, et al., Techniques for
available bandwidth measurement in IP networks: a performance
comparison, Comput. Networks 50 (3) (2006) 332-349.

Li Wenwei received the MS and PhD degrees in
computer science from Hunan University,
Changsha, China, in 2003 and 2006, respectively.
He has been a full-time faculty member at School of
Software, Hunan University since December,
2006. His research interests include network per-
formance monitoring/measurement, network
management, IP QoS, traffic engineering and
wireless networks.

Zhang Dafang is a professor and the director of the
Dependable Systems and Networks Laboratory in
the School of Software, at Hunan University,
Changsha, China, since 1998. He received his
Ph.D. in computer science from Hunan University
in 1998. His primary research areas are network
monitoring, network security, P2P network, fault
tolerant computing, and software test. He was the
conference co-chair of the 11th International
Symposium Pacific Rim Dependable Computing
(PRDC’05). He was a session chair, steering
committee and program committee member of many IEEE conferences,
such as ATS, WRTLT, and PRDC.

Yang Jinmin is an associate professor of the
Dependable Systems and Networks Laboratory in
the School of Software, at Hunan University,
Changsha, China. He received the MS and PhD.
degree in computer science from Hunan Univer-
sity in 1995 and 2004 respectively. His research
interests include fault tolerance, distributed sys-
tems, and computer networks. He is a member of
the IEEE Computer Society.

Xie Gaogang is an associate research fellow of the
Network research Division in the Institute of
Computing Technology, at Chinese Academy of
Science, Beijing, China. He received the MS and
PhD. degree in computer science from Hunan
- University in 1999 and 2002 respectively. His
research interests include network performance
monitoring/measurement, distributed systems, the
next generation Internet.


http://www.alexa.com/
http://ftp://ftp.ee.lbl.gov/pathchar/.

	On evaluating the differences of TCP and ICMP in network measurement
	Introduction
	Related works
	Experiments design
	Measurement progress
	Connectivity measurement comparison program
	Destination host sets selection
	Setup of test parameters

	RTT and loss measurement comparison program

	Results analysis
	The Differences in connectivity measurement
	Data collection
	The effect of test parameters
	The differences in connectivity measurement

	The differences in RTT measurement
	Data collection
	The difference in RTT measurement
	Similarity in statistics
	The correlation between RTT values

	The difference in loss rate measurement

	Conclusions
	Acknowledgements
	References




