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Summary

In the modern era of software-defined networking (SDN), network monitor-
ing is becoming more important for providing information about a network
and helping SDN controllers to make decisions about the network. In-band
Network Telemetry (INT) is a new network monitoring framework that col-
lects packet-level network information to provide real-time and fine-grained
network monitoring. In this paper, we present the design of the overall INT
management architecture and its two main components: the INT manage-
ment system and INTCollector. The INT management system controls hetero-
geneous INT-capable devices through a common interface. INTCollector is a
high-performance collector for INT data, which uses eXpress Data Path and
an event detection mechanism. The evaluation result shows that INTCollector
processes telemetry reports 27 times faster than other packet-level telemetry col-
lectors. We made the implementation as open source, to make researchers who
are interested in INT implement their own ideas on top of our work.

1 INTRODUCTION

Operations, administration, and maintenance (OAM) are a toolset for fault detection and isolation and performance
measurement.1 Simple Network Management Protocol (SNMP) is one of the most popular protocols for monitoring net-
works; however, it has performance limitation because of its polling-based nature and high processing overhead. In-band
Network Telemetry (INT)2 is an in-band measurement technique that is designed to collect and report network states
directly from the data plane. It provides network visibility through collecting fine-grained network data for analysis and
measurement.3 Network telemetry is based on in-band measurement, in which telemetry information is embedded into
data packets as they traverse the network. The embedded telemetry information is associated with the packet that car-
ries the information. It does not require extra packets to collect network status information and, hence, does not change
packet traffic mix.

INT traffic sources (source switch in INT) inserts INT headers into packets. INT instruction is embedded in INT
header, indicating which type of network information (eg, switch ID and hop latency or link utilization) to collect at each
INT-capable switch. When a packet with an INT header is being forwarded in an INT-capable switch, the switch attaches
its own network information to the INT header. At a sink switch, an INT telemetry report packet that encapsulates the
collected INT information is created and sent to an INT collector. In this way, INT can provide real-time, end-to-end
network information with packet-level granularity.

To realize an INT-based network management architecture, we need the following components:

• INT-capable data plane: implements the INT specification.
• INT management system: orchestrates generation and collection of INT data.
• Telemetry collector: stores and processes collected INT data.
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In our previous work,4 we presented a network monitoring system for the Open Network Operating System (ONOS)
controller using INT. However, it suffers from two problems. First, it has a low packet processing rate and limited scal-
ability because all INT data collected in data planes are sent to ONOS instances. Second, the system has to populate
flow monitoring rules in INT switches and is fitted to the specific INT-capable data plane implementation. Since INT
specification5 does not describe detailed data plane structure and INT packet processing procedure, an implementation
of INT-capable data plane may vary.

To overcome these problems, we present the design and implementation of an INT-capable network management archi-
tecture, which is composed of an INT-capable data plane, an INT management system and a high-performance collector.
The management system controls heterogeneous INT-capable devices and runs on top of an SDN controller. The manage-
ment system also defines a driver interface for INT-capable devices. Each device driver needs to implement the interface
to be controlled by the management system. It also exposes a northbound API for applications to control INT behaviors
in the network. We have implemented the management system on ONOS controller.6

The INT-capable data plane implements the following logic for processing INT packets: parse INT headers, inject an
INT header and INT data, and generate a telemetry report and forward it to a collector. We have designed and implemented
the INT-capable data plane using P4.7

INTCollector is a high-performance collector for INT that has two separate processing paths: a fast path to process
INT report packets and a normal path to process events and store INT data in a database. An event is defined as an
important network state change (such as a new flow or a significant change in hop latency), which is extracted from INT
telemetry reports by our event detection mechanism. Because INT data are stored only when an event happens, CPU
usage and storage costs are reduced while still guaranteeing that important information is captured and stored. Based
on our calculations, INTCollector can reduce the amount of data stored by two to three orders of magnitude. The fast
path is accelerated with eXpress Data Path (XDP)8—an in-kernel fast packet processing framework. In our evaluation,
INTCollector can process INT report packets at a rate of 10 Gbps with an average CPU usage of 14.50% when run on a
commodity server and hardware NICs, with data plane acceleration technique. It also shows 27 times better performance
than other collection methods.9 As a result, we designed and implemented real-time and fine-grained network monitoring
system using INT.

This paper is organized as follows. In Section 2, we provide background for our work, techniques in the literature for
network monitoring, fast packet processing, and related work about collectors for INT. We present the detailed design of
the INT management architecture and INT management system in Section 3. Section 4 presents implementation details of
the proposed architecture. Section 5 shows evaluation results of INTCollector, and Section 6 discusses limitations, design
choices, and possible use cases of our work. Section 7 concludes this paper with a summary and future work.

2 BACKGROUND AND RELATED WORK

In this section, we first present background that is relevant to our work. Second, we survey various techniques for network
monitoring and show that INT is superior to the other methods. Finally, we survey related work on collectors for INT.

2.1 Background
2.1.1 P4
P410 is a high-level language for programming protocol-independent packet processors, and it is used to program how
packets are processed in the data path, eg, in P4-supported switches. In traditional switches, the specification indicates
what a switch can and cannot do. For example, an OpenFlow switch has a fixed set of functions defined in the OpenFlow
specifications. This leads to very complex switch designs as the OpenFlow specification grows and supports more network
protocols. P4 solves this problem by directly programming switch data paths, which allows programmers to decide how
a switch processes packets using custom actions and packet formats.

Figure 1 shows one common architecture of a P4 switch. A general procedure for a pipeline is as follows:

1. The Parser extracts bits from packet headers (eg, Ethernet, IPv4, or TCP).
2. Packets pass through the Ingress pipeline for packet header modifications and egress port selection.
3. Packets are pushed to Queues/Buffers for queueing, packet scheduling, and packet replication.
4. Packets pass through the Egress pipeline for further modifications.
5. Packets pass through the Deparser for serialization and then exit the switch.
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FIGURE 1 P4 switch architecture7

FIGURE 2 INT working process

FIGURE 3 INT header format5

2.1.2 In-band Network Telemetry
In-band Network Telemetry (INT)2 is a network monitoring framework designed to collect and report network states
directly from the data plane (Figure 2). INT data can be any data provided by switches, such as a timestamp, hop latency,
or link utilization. The format of an INT header is depicted in Figure 3.

INT enables many advanced applications, such as network troubleshooting, advanced congestion control, advanced
routing, and network data plane verification.5 INT is implemented with a programmable data plane, which means net-
work functions (switches) can be re-programmed and implementations can vary.2,4,11 P4 provides a protocol-independent
API12 to control the data plane at runtime, but it is still pipeline-dependent. Therefore, a pipeline-independent API needs
to be defined to control heterogeneous INT-capable data planes.

2.1.3 eXpress data path
eXpress Data Path (XDP)8 is a kernel framework that allows packet processing inside Linux kernel. Unlike kernel modules
that affect the stability of the kernel, XDP is safe and secure. XDP programs process packets immediately after they arrive
at a NIC to achieve high throughput. In this way, XDP avoids cost of kernel networking stack processing and also avoids
kernel-user space switching.13

However, XDP has a limitation. XDP has a restricted programming capability to ensure the safety of the kernel. One
such restriction is limited number of instructions. Thus, XDP should be used only for tasks that are simple but require
real-time processing. We solved this problem by partitioning INTCollector into a normal path and a fast path. Only fast
path is implemented with XDP, as described in Section 3.
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Other than XDP, there are other frameworks for fast packet processing, such as Data Plane Development Kit (DPDK).14

However, XDP has several advantages compared with DPDK:

• XDP does not require a dedicated CPU core for packet polling.
• XDP does not need to allocate large pages.
• XDP can work in conjunction with a kernel networking stack.
• XDP does not require special hardware NICs with XDP-supported drivers (however, XDP requires hardware NICs with

XDP-supported drivers for higher performance).

2.2 Related work
2.2.1 Network monitoring techniques
NetFlow15 and sFlow (Sample Flow)16 are two widely used traditional flow monitoring methods. NetFlow captures and
aggregates information about flows as they pass through switches. However, NetFlow requires additional memory and
workload on a switch CPU to extract and process flow information. In addition, a monitoring system needs to perform
polling on switches to obtain report data. Because the time required to export a NetFlow report is relatively long (in the
order of ten seconds), NetFlow is not well suited for real-time monitoring. sFlow samples packets from flows passing
through switches. sFlow takes a sample once every n packets with a configurable sampling rate 1∕n. Then, the sampled
packet is sent immediately to a monitoring system for further analysis. sFlow requires a smaller amount of CPU and
memory on switches; however, it has lower accuracy. Sampling methods may be unable to detect small flows, and it can
miss network events such as spikes or anomalies.

With the rapid development of SDN technologies, new monitoring methods for SDN environments have recently been
introduced. Many of these are based on OpenFlow, the de facto SDN protocol. FlowSense17 uses OpenFlow PacketIn and
FlowRemoved messages sent from switches to a controller to report network state. FlowSense has a low overhead; however,
it cannot provide real-time and accurate network information. OpenNetMon18 polls switches to get information with an
adaptive polling rate. It provides reasonable accuracy while maintaining a low CPU overhead. However, OpenNetMon
does not provide information about intermediate switches and lacks a complete view of network state because it polls
edge switches only. OpenSample19 is another monitoring framework that relies on sFlow.

All these systems are constrained because they are based on fixed-function OpenFlow switches. Recently, a pro-
grammable data plane has been proposed that changes fixed-function switches to programmable ones. Some new methods
that utilize this capability have been proposed, such as OpenSketch,20 UnivMon,21 and INT. OpenSketch and UnivMon
use sketch-based streaming algorithms inside switches, allowing fine-grained monitoring with low overhead. OpenSketch
is deployed in FPGA switches, while UnivMon is deployed using P4.

In large and high-speed networks, network monitoring methods mentioned above are unable to provide real-time,
fine-grained and end-to-end network information. Moreover, sometimes packet-level monitoring22,23 is needed, such as
when debugging in a multipath routing environment or debugging faulty interfaces that affect only a specific group
of packets with the same characteristics. INT has recently been proposed to solve these problems, and it has quickly
attracted attention.

2.2.2 INT solutions and collectors
IntMon4 focuses on INT implementations in the data plane and the INT controller service in the ONOS controller. A
simple collector for INT reports is included in IntMon. However, it is not able to query history of network information
because IntMon collector does not store historical data. Moreover, it has a low processing rate and limited scalability
because IntMon collector is implemented as an ONOS application.

Prometheus INT exporter9 is another collector for INT. For every INT report packet, Prometheus INT exporter extracts
network information into metrics and pushes the metrics to a gateway. A central Prometheus database server periodically
scrapes the latest data from the gateway. Prometheus INT exporter has two problems. First, a high overhead is incurred
for processing and sending data to the gateway for every INT report. Second, Prometheus database stores only the latest
data from the gateway, that for each scrape. All other data are discarded, although network events, like short traffic bursts,
can occur between two scrapes.

Netcope24 implemented a 100G INT sink on FPGA, to strip and export INT header and data to Flowmon Collector.
However, only two types of INT data (Switch ID, timestamp) are allowed and INT data stack length is limited to two.

There are also commercial solutions from Barefoot25 and Broadcom.26
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TABLE 1 INT solutions

Feature INT Functions Target Collector Open Source
IntMon4 Src/Sink/Transit P4 devices ONOS O
Prometheus INT Collector9 N/A P4 devices Prometheus X
Barefoot DeepInsight25 Src/Sink/Transit P4 devices DeepInsight X
NETCOPE 100G INT24 Sink FPGA Flowmon X
Broadcom In-band Telemetry in Trident 326 Src/Sink/Transit Broadcom Trident 3 BroadView Analytics X
Proposed Architecture Src/Sink/Transit P4 devices INTCollector O

FIGURE 4 INT management architecture

Table 1 summarizes characteristics of INT solutions and the proposed architecture.

3 ARCHITECTURE DESIGN

In this section, we describe the design of the INT management architecture and its components: INT pipeline, INT
management system, and INT collector. As mentioned in the previous section, a common interface for heterogeneous
INT-capable switches is defined in the INT management system. The INT collector is designed to lower packet processing
overhead and detect network events efficiently.

3.1 Overview
Figure 4 shows the proposed INT management architecture. It is composed of an INT-capable switches, INTCollector,
databases, and a network controller which runs the INT management system. INT data are generated and sent to INT-
Collector. The collector extracts and filters network information from telemetry reports, converts it into INT metrics and
stores those metrics in a database. The network controller controls INT-capable switches and the INT management sys-
tem controls INT-related behavior in the network. The network controller queries network information from databases
and uses the information to control the network.

3.2 INT-capable data plane
The design of our INT-capable data plane is based on the P4 abstract forwarding model.10 Regarding the architecture, the
processing flow of an INT-capable data plane contains three principal parts: Parser, Ingress, and Egress. The Parser parses
packet headers, including INT headers. The Ingress pipeline performs packet forwarding and populates INT metadata for
a packet. Finally, the Egress pipeline adds INT data to the packet.

We defined two roles for INT-capable data planes based on the INT specification5: source∕sink and transit. A transit
switch performs INT operations: parsing INT headers and adding INT data specified in the header. A source∕sink switch
includes the capability of a transit switch. Additionally, it works as a first hop and last hop switch. A source∕sink switch
adds an INT header to a packet from a host and removes INT header and INT data from a packet that is going to be
forwarded to a host. It also generates and sends telemetry report packets27 to the collector. The INT management system
assigns a role to each switch and populates corresponding table entries.

INT metadata are defined as user-defined metadata for INT processing. They consist of switch_id, a source flag, and
a sink flag. switch_id is assigned by the controller and is fed as one of the INT data items defined in the specification.
source and sink flags are 1-bit fields that indicate if a packet is being forwarded in the first hop switch or last hop switch,
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respectively. mirror_id field is defined in standard metadata and is used as an identifier of a cloned packet in the data
plane. By assigning a specific value to that field, the INT-capable data plane identifies cloned INT packets during INT
processing. The behavior is described in detail in the following sections.

3.2.1 Parser
The main role of the Parser is identifying the existence of INT headers in incoming packets. INT header can be identified
by DSCP value in IPv4 header since INT over TCP/UDP encapsulation changes DSCP value to a predefined value. For
packets with INT header, the Parser parses INT header and data.

3.2.2 Ingress pipeline
When packet parsing is completed, packets are fed to the Ingress pipeline for packet forwarding, ie, egress port selection.
A basic forwarding Match/Action table (eg, L2 switching and L3 routing) is implemented in the Ingress pipeline. INT
processing in the Ingress pipeline is started after a packet passes through forwarding tables so that it can use egress port
information. INT sink operation is executed if a host is connected to the egress port.

Algorithm 1 shows processing algorithms in the Ingress pipeline. INT-related packet metadata(pkt_meta) are populated
after a packet passes through forwarding tables. First, Ingress pipeline determines whether a switch is source (first hop
switch in the path) or sink (last hop switch in the path). Then, it sets corresponding flags in the metadata (source or
sink, respectively). Since the control plane has network topology information, it identifies ports that a host is connected
to and populates source_table and sink_table accordingly. As a packet passes those tables, source flag is set if packets are
from those ports and sink flag is set if packets are going to be forwarded to those ports. In addition, a packet is cloned
and mirror_id in the metadata is populated with the given ID from the controller if the switch is a sink switch. After
completing the Ingress pipeline, packets are sent to Queues/Buffers and then sent to the Egress pipeline.

3.2.3 Egress pipeline
The Egress pipeline adds an INT header and INT data to a packet, mainly because many INT data (eg, hop latency and
queue occupancy) become available in Egress. First, Egress checks source flag in the packet metadata. If source flag is
set, it checks whether the packet header matches an entry in watchlist tables, which determines which data packets to
monitor by matching packet header fields.27 If the packet header matches an entry in the table, an INT header is inserted
into the packet with parameters sent from the control plane. Second, if an INT header exists in the packet header, INT
information of the switch is attached to the end of the INT data. The type of INT data is determined by the value in the
instruction field in INT header. Finally, the packet is sent to the Deparser and sent out of the switch.

If a switch is the last hop switch before the destination host, an entire packet with its INT data is cloned. INT data of the
sink switch are attached to the cloned packet and are encapsulated within a telemetry report header. The encapsulated
packet is forwarded to an external collector. In order to restore an original packet, INT header and INT data are removed
from the packet. The packet is then forwarded to the destination. In this way, INT monitoring process is transparent to
end hosts.
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The Ingress and Egress pipelines are composed of Match/Action tables. Although P4 supports if-else branching, most
of the decision logic is implemented with tables for the sake of simplicity. Entries in those tables are populated by the
control plane right after the switch is connected to it.

3.3 INT management system
The INT management system (Figure 5) controls INT-related behavior of INT-capable switches. INT-related behavior
includes installing target flows to monitor, specifying types of INT data to collect and configuring the collector infor-
mation for sink switches. The proposed system is composed of INTIntent, INT Service, an INT driver interface, and a
control application.

• INTIntent is a network-level abstraction that carries information for controlling INT-related behavior. With this
abstraction, an application can easily populate tables of all INT-capable switches with monitoring rules in the net-
work, without knowing anything about the network it is monitoring, such as network topology or data plane structure
of each switch. INTIntent consists of traffic slices (as a five-tuple) and network states to monitor (defined in the INT
specification).

• INT Service is an implementation of a pipeline-agnostic northbound API. It orchestrates generation and collection of
INT data. The API includes functions for starting/stopping INT, adding/removing INTIntent, and setting/getting INT-
Config. INT Service decomposes INTIntent into flow entries and populates those entries in the INT-capable pipelines. It
also configures INT-related parameters, such as external collector IP/port. It assigns a role of each INT-capable switch,
either src∕sink or transit, and populates flow rules according to the role.

• INT driver interface defines a common interface for managing heterogeneous INT-capable switches. It defines common
INT-related behavior that all INT-capable switches should support, such as adding target flows to monitor or config-
uring the collector IP address and port number. Each INT-capable switch implements the driver interface according to
its own data plane structure.

• INT control application is a web GUI. It is used to specify which flows and which network state to monitor. This
information is translated into an INTIntent which is then sent to the INT Service.

3.4 INTCollector
The role of INTCollector is to collect INT data from INT-capable data plane, in the form of telemetry report. It also extracts
and filters useful network information from collected data into INT metric values. It then stores those metric values into
a database. The SDN controller can query network information from databases and use the information to understand
and control the network.
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FIGURE 5 INT management system

FIGURE 6 INTCollector architecture

Figure 6 presents the design of INTCollector. The rest of this section explains in detail how INTCollector works.

3.4.1 Metrics
A metric is a data structure to represent network information. Since storing raw INT data is inefficient for processing
and querying in databases, the data in telemetry reports are re-organized and defined as a metric with a metric key and a
metric value. A metric key is a tuple of (IDs, measurement) or (ids, m).

• IDs: A tuple of one or several characteristics of flows, networks, or switches that do not change with time (eg, a tuple
of switch ID = 2 and egress port ID = 1).

• measurement: The type of INT data (eg, switch ID and egress port ID together identify a network link and utilization
of this link is a measurement that changes over time).

• metric value: the value of a measurement of one metric key at a certain time. For example, hop latency of (sw_id = 4,
queue_id = 1) is 1.2 ms at the time point of 10 s.

Metrics can be divided into three types: flow metric, switch metric, and flow-switch metric. Flow metrics include values
that are related to flow identification and timestamps. Switch metrics include values that are related to the identification of
a switch or switch components and timestamps. Flow-switch metrics include values that are related to the identification
of both flow and switch/switch components and timestamps.



HYUN ET AL. 9 of 19

IDs Measurement Metric Type
<5-tuple> Flow path Flow
<5-tuple> Flow latency Flow

<5-tuple + sw_id> Flow per-hop latency Flow-switch
<sw_id, queue_id> Queue occupancy Switch
<sw_id, queue_id> Queue congestion Switch
<sw_id, egress_id> Link utilization Switch

TABLE 2 INT metrics

The INT specification5 defines nine fields of INT data: four identification fields (switch ID, ingress port ID, egress
port ID, and queue ID), a time field (timestamp), and four measurement fields (hop latency, queue occupancy, queue
congestion, and link utilization). From these nine fields, we define six metrics (Table 2).

3.4.2 Processing flows
INTCollector has two processing paths: a fast path and a normal path. The fast path processes every INT report. Thus, the
fast path is required to achieve a high packet processing rate. The normal path processes events sent from the fast path
and stores INT metric values in the database.

In the fast path, INT telemetry report packets are passed to the INT parser, which deserializes the packets to extract
INT header and INT data. The event detector converts INT data into network metric values and detects network events
(Section 3.4.3) by comparing them with the latest values stored in the Info tables. If a network event is detected, it is sent
to the event processor in the normal path. Last, metric tables store the latest metric value for each metric key according
to the metric type.

In the normal path, the event processor processes network events sent from the fast path. The Exporter gets metric
values from two sources: from the event processor in the normal path and from tables in the fast path. It then sends these
values to the database.

3.4.3 Event detection mechanism
The event detector helps to detect network events from INT data. Most of the time, the INT data from several consecutive
telemetry report packets will not change significantly (eg, hop latency of a port in a switch may remain the same or
change very little over several consecutive telemetry reports). Instead of storing network metrics for each report, the event
detector filters important network events to reduce the number of metric values that need to be stored.

We define an event as INT data that contains either a new metric key or a significant change in the value of an existing
metric value. Let M be the set of all (IDs,measurement) or (ids,m) in the collector. Let Vids,m(t) be the metric value of
(ids,m) at time t. A new event happens when at least one of the following conditions occurs:

• There is a new (ids,m) ∉ M. For example, a new flow generates events for flow path, flow latency, and flow per-hop
latency.

• ∃(ids,m) ∈ M which satisfies |Vids,m(t2) − Vids,m(t1)| > T(m) , where t1 and t2 are timestamps with t2 > t1 and T(m) is a
threshold for the measurement m. For example, a significant increase in hop latency of (switch 1, port 2) generates an
event.

IDs uniquely identifies certain metric value among a set of measurement results with same measurement type.
Using a threshold for event detection significantly reduces the amount of data to be stored in the database, with a

trade-off in terms of accuracy. With a smaller threshold T, more accurate metric values can be collected and event detection
becomes more sensitive to value changes. With a larger threshold, the number of events and metric values are reduced
but the accuracy is also reduced.

3.4.4 Exporter
The Exporter sends metric values to the database in two different ways: it either periodically pushes the latest values
from metric tables or pushes the values when a new event happens. The Exporter pushes metric values into the database
periodically for two reasons: to update live status of a metric (especially for flow and flow-switch metrics) and to update
the latest value even when there is no network event. Sending data to the database periodically helps in checking live
status of a metric.
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3.4.5 Database
The database stores historical INT metric values. A network controller can query network information from the database.
The database should support a high write throughput because it is expected that multiple instances of INTCollector will
send data to the same database instance. Because INT metrics have their own timestamp and INTCollector needs to push
event data, the database should support a custom timestamp and push mechanism.

4 IMPLEMENTATION

In this section, we describe in detail the implementation of the INT management architecture and INTCollector. We have
made our implementation open source.28

4.1 INT management architecture
The proposed INT management architecture is implemented as a part of ONOS, an open-source SDN controller that
supports P4.

If an INT-capable device wants to be managed by ONOS, it needs to implement the INT driver interface fitted to
its data plane to let ONOS control INT behavior through the unified driver interface. Since implementation details of
each INT-capable device are different, the INT driver interface needs to be implemented by pipeline developers. ONOS
identifies INT-capable devices by whether a device driver has implemented the INT driver interface or not. When an
INT-capable switch is connected to an ONOS instance, it starts initiation process. First, it identifies the role of each device,
either source/sink or transit. A switch is identified as a source/sink switch if a host is connected to the switch. Otherwise,
the switch is identified as a transit switch. Second, it populates flow tables of the switch with flow rules, which are inde-
pendent from specific INT intents. This step populates the transit table and source/sink tables. Since the transit table is
implemented to match an instruction bit combination on INT header, table entries need to be installed beforehand. For
source/sink tables, a packet from a host is marked as an INT source packet by setting an INT source bit in packet meta-
data. In the same way, a packet that is going to be forwarded to a host is marked as an INT sink packet by setting an INT
sink bit in the metadata.

When a collector configuration (eg, collector IP address and port number) is provided by the management application,
it is converted into a table entry and installed on all source/sink switches. When an INTIntent is given from the control
application, it is converted into table entries to add an INT header to packets that match the given traffic match condition.
Removal of INTIntent works in the same way.

4.2 INTCollector
4.2.1 Database
The database stores collected INT data. A network controller can query network information from the database. The
database should support a high write throughput because it is expected that multiple instances of INTCollector will send
data to the same database instance. Because INT metrics have their own timestamp and INTCollector needs to push
event data, the database should support a custom timestamp and push mechanism. There are two methods for sending
data from the collector to the database: pushing and pulling. Pushing means INTCollector will send data to the database
whenever it wants. Pulling means the database decides when to get information by sending a request to INTCollector
for data. From the database's view, pulling is easier to implement and more robust. However, a database that supports
pushing is more suitable because INTCollector uses event detection.

4.2.2 Fast path
The INTCollector fast path is implemented in C and accelerated by XDP for higher performance (Figure 7). The fast path
XDP program is attached to one or several NICs that receive INT report packets. XDP has a channel to communicate with
the normal path in user space.

In our implementation, INTCollector supports IPv4 with INT inside TCP/UDP (Figure 8). An INT telemetry report
encapsulates an INT report (inner) inside a UDP packet (outer). The first parser phase deserializes outer header. If the
classification does not match, the packet is not a telemetry report and potentially belongs to another application; thus,
the packet is passed. In the inner parsing phase, if there is an unmatched classification (which means a packet error), the
packet is dropped. The detailed report format can be found in the specification.5,27
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FIGURE 7 INTCollector with XDP

FIGURE 8 INTCollector parser
sequence

We use hash tables to store metric values. In these tables, INTCollector stores only the latest values along with a times-
tamp (for threshold detection, only the last event values with a timestamp are stored). Thus, push metrics are periodically
generated by the event detector in the fast path. For other cases, push metric values are read periodically from Info tables
in the fast path.

4.2.3 Normal path
The normal path is implemented in Python for ease of implementation and interaction with the remote database.
We used BPF Compiler Collection (BCC)29 to connect with the fast path and to manage the fast path XDP pro-
gram. The implementation of the normal path depends on the type of database. As a real-time database, InfluxDB,30

a high-performance time-series database that supports pushing and custom timestamps, is used since it meets the
requirements in Section 3.4.5.

Grafana31 is used as GUI to access and analyze network metrics.

5 EVALUATION

In this section, we present the evaluation result of our work. First, we measure the latency in the data plane caused by INT
processing. Second, we compare the performance of INTCollector with other collectors and INTCollector itself without
event detection. We also investigate how INT report characteristics affect the performance of INTCollector.

5.1 Processing overhead in the data plane
INT requires additional processing in the data plane, eg, parsing INT headers, matching INT instruction bits, and exe-
cuting actions to add INT header and INT data. We measured the increased latency in the data plane caused by INT
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FIGURE 9 Latency in the data plane with and without INT processing

processing. For the evaluation, we have set up a Wedge 100B programmable switch32 and connected a host. When a switch
receives a packet from a host, it sends the packet back to the host. Then, we captured the timestamp of each packet at the
host with nanosecond precision, to measure the end-to-end latency. In this way, we could measure the latency accurately,
since no time synchronization with nanosecond precision is required. The data plane consists of a basic L2 forwarding
table and INT-related tables.

In the first case (without INT), we removed INT-related parsers and tables, so that INT functionalities do not affect
the end-to-end latency. In the second case (with INT), we enabled all INT functionalities (source, transit and sink) with
basic L2 forwarding tables. Each measurement sent 10 000 packets and calculated the average end-to-end latency of all
packets. Figure 9 shows the evaluation result. Enabling INT functionalities in the data plane adds 0.692 microseconds on
average, which is 1.587% of the total processing time in the data plane. Since the actual data plane is much more complex
(eg, switch.p4 which manipulates traditional switches has more than 35 functions and INT is one of them33), the effect
of adding INT monitoring capabilities in the data plane is negligible.

5.2 Collector performance comparison
5.2.1 Experimental setup
Figure 10 shows the system to evaluate the performance of collectors. Since INTCollector can be considered as a type of
Virtual Network Function (VNF) in data center networks, it is reasonable to suppose that INTCollector can be deployed
as a virtual machine. Therefore, in the experiement, we set up a VM to measure the performance of INTColletor and
other collectors. The host machine is equipped with an Intel Core i5 3570 CPU (3.4 GHz) and 12 GB DDR3 RAM. It runs
Ubuntu 18.04 64-bit with kernel v4.15. Each virtual machine (VM) has one vCPU core with 2 GB RAM and runs Ubuntu
18.04 64-bit with kernel v4.15. The VMs are accelerated by a kernel-based virtual machine (KVM).

The tests were conducted as follows. INT telemetry report packets are sent to VM1 over a TAP interface.34 INT reports
contain only new-key events and no significantly changed events. We developed a dedicated Python program to generate
custom INT reports that suit the purpose of each test. Then the collector (INTCollector, IntMon Collector, or Prometheus
INT exporter) receives and processes INT report packets in VM1. Extracted metric values are written to the database
server, which is hosted in VM2. We measured average CPU usage of VM1 over 3 minutes.

We used vhost-net and virtio-net (with multi-queue enabled) to accelerate the network at the host and guest sides
respectively. We also used a huge page setup for VM1-KVM. However, virtio-net is still a bottleneck because it starts to
drop packets when the report packet rate is increased to around 1.2 Mpps. Therefore, we set up another system with

FIGURE 10 Experiment setup
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high-throughput hardware NICs to overcome the bottleneck. The system also adopts SR-IOV (Single Root I/O Virtualiza-
tion) to further enhance the INTCollector's performance, in terms of throughput and CPU usage.35 Section 5.4 presents
the evaluation results.

5.2.2 INTCollector vs other collectors
We compared IntMon collector, Prometheus INT Exporter, and our INTCollector in VM1 by sending an INT report to
VM1. The INT report has one flow with six path hops. A total of nine INT fields are collected. For IntMon collector, there is
no data to send to VM2 because it does not have a database component.4 For Prometheus INT Exporter, there is a gateway
between Prometheus INT Exporter and Prometheus server. We put the gateway in VM2.

In all cases, CPU usage increased linearly with the report packet rate (20% fixed CPU usage for Prometheus INT
exporter). However, there are huge differences in the CPU usage efficiency, as shown in Figure 11, note that both axes
use a log-scale. IntMon Collector has the worst performance and INTCollector outperforms the others.

IntMon collector has the lowest performance. For an additional 1% of CPU usage, INT report rate increases by 0.1 kpps
(kilo packets per second; linear regression: C = 9.71 × R + 1.64, where C is CPU usage in % and R is the report rate in
kpps). IntMon collector has a very high overhead because it is implemented as an ONOS application; thus, packets need
to pass through ONOS before entering the collector.

Prometheus INT Exporter has better throughput. For an additional 1% of CPU usage, INT report rate increases by 5.7
kpps (C = 0.175×R+22.9). The rate of increase is 57 times higher than that of IntMon collector. Prometheus INT exporter
is implemented in Java as a stand-alone application. Since it is separated from ONOS, it is faster than IntMon collector.
However, Prometheus INT exporter has a high static CPU cost of about 20%.

INTCollector has the best throughput out of the three. For an additional 1% of CPU usage, INT report rate increases by
154.8 kpps (C = 0.00646×R+ 0.082). Hence, the rate of increase is 27 times faster than that of Prometheus INT Exporter.
INTCollector uses event detection which helps reduce CPU usage and storage costs. XDP helps improve the processing
throughput of the fast path.

There are other implementations such as EverFlow,22 that also collect packet-level telemetry for network monitoring,
but they are not specific to INT. The throughput of Everflow is 4.8 Mpps with a 16-core Intel Xeon CPU running at 2.1
GHz (0.3 Mpps per core, but core utilization is unknown), which is several times lower than that of INTCollector.

5.2.3 INTCollector with or without event detection
We measured the CPU usage of INTCollector with event detection disabled (Figure 11). This means that the fast path
sends all INT data to the normal path and INT metric values of all INT reports will be sent to databases. When event
detection is disabled, CPU usage increases linearly with input report rate. However, for a 1% increase in CPU usage, report
rate only increases by 0.19 kpps (C = 5.39 × R + 3.69), which is more than 800 times lower than INTCollector with event
detection. Without event detection, the overhead of processing all INT reports in the normal path (which is written in
Python) becomes too high and the throughput of INTCollector is reduced significantly.

5.3 Effect of INT characteristics on CPU usage
We measured how INT report characteristics affect the performance of INTCollector. Considered characteristics include
the number of flows, the number of hops in INT reports, selection of INT fields, and the frequency of network events.
The same environment as in previous section is used for the experiment. In general, CPU usage increases gradually as the
amount of information in INT reports increases (Figure 12). In the first test, we increased the number of flows. INT report
consists of six hops and collects switch IDs only. As the number of flows increased, the CPU usage increased to 8.79% for

FIGURE 11 CPU efficiency of IntMon Collector, Prometheus INT
Exporter, INTCollector, and INTCollector without event detection
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2000 flows. In the second test, we increased the number of hops in the INT reports, which were generated from 100 flows.
All nine INT fields were collected. As the number of hops increased, the CPU usage increased to 12.06% for six hops. In
the third test, we changed INT fields that were collected. The INT reports were generated from 100 flows and each report
has six hops of INT data. While the type of INT field does not affect CPU usage, the number of collected INT fields does.
The CPU usage increased to 12.59% when all INT fields were collected. In the last test, we increased the network event
rate. The INT reports were generated from 100 flows and each report has three hops of INT data. All nine INT fields were
collected. As the event rate increased, the CPU usage increased to 15.04% with 1000 event/s.

5.4 Performance with hardware NIC and SR-IOV
We set up another system which is equipped with four CPU cores and a hardware NIC (Figure 13). The system also adopts
SR-IOV, to overcome the limitation mentioned in Section 5.2.1 and further enhance the INTCollector's performance. We
firstly disabled SR-IOV in Host 2 and measured average CPU usage of the host with different report traffic rate. Then, we
enabled SR-IOV in the host and ran the measurement again to see the impact of SR-IOV. We did the same measurement
five times and calculated the average in each case.

Figure 14 shows the results. In all cases, INTCollector consumes less CPU resources when SR-IOV is enabled. In case
of low report rate (eg, 2 Gbps), the CPU usage is reduced 49.38% by enabling SR-IOV. When the report rate is increased,
the CPU usage gap is decreased (6.15% with 10 Gbps report rate). We can also see rapid increment in CPU usage when the
report rate is increased to 6 Gbps. One possible reason is that the system cannot process reports fast enough with excessive

FIGURE 12 Effects of INT
characteristics on CPU usage

FIGURE 13 Experiment setup for hardware NIC and SR-IOV
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FIGURE 14 The effect of SR-IOV to the CPU Usage of INTCollector

incoming traffic. Each XDP process reports right after a packet is received at the ring buffer of the NIC in softirq phase. If
the system cannot process fast enough, it queues remaining report packets into ksoftirqd36 to process later, which causes
a rapid increase in CPU usage for the ksoftirqd process.

6 DISCUSSION

6.1 Limitations
Our current implementation of INTCollector has several limitations. First, the maximum number of hops is limited to six.
In the fast path, we need to use a loop to parse INT data. However, the size of an XDP program is limited and loops in XDP
programs need to be unrolled to ensure that the code terminates. As the allowed number of hops is increased, unrolled
XDP program size also increases. The maximum size of an XDP program is exceeded when we set the number of hops to
seven. Although maximum number of hops is limited to six, this is enough for most data centers and 5G edge computing
environments where measuring network latency is important, since popular network topologies for data centers, such as
two-tier, three-tier, and fat-tree, do not need more than six hops for end-to-end packet delivery. Second, if some events
need to be detected and solved in strict real time (eg, detecting loops), INTCollector may be delayed because it pushes
events to InfluxDB first and then the network controller queries the information from InfluxDB. One solution is to report
these events directly to the controller.

6.2 Future issues
In this section, we discuss future issues and unsolved problems in this work.

6.2.1 Placement of INTCollector
In the experiment, we assumed that INTCollector is connected directly to sink switches, so that telemetry report traffic is
transmitted through a dedicated channel to the collector. However, in the real world, it is infeasible to place collectors on
every sink switch although it does need to be placed somewhere in the network. In that case, telemetry report traffic to
the collector should be treated the same as data traffic. To minimize the impact of report traffic, an optimal way to place
collector instances is required (eg, by minimizing the number of hops from all sink switches).

6.2.2 Fast path in the data plane
It is possible to implement a data plane function to extract INT data and filter network events in sink switches using a
programmable data plane such as P4.10 This approach ensures processing at line rate. However, there are several prob-
lems with this approach: switch resources are limited and need to be shared with other functions; the telemetry report
specification uses UDP to send an INT report packet from the switch to the collector,27 which results in the loss of impor-
tant information; and it is hard to monitor live status of the metrics. Another feasible approach is adopting FPGA-based
P4-enabled SmartNIC to offload the parsing logic. It can reduce overhead in kernel space.
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6.2.3 Side effects of event detection
Although the event detection mechanism helps to reduce the number of report packets that are processed in the collector,
it affects the accuracy of INT-based measurement since report packets without an event are discarded. We need to investi-
gate the effects of event detection on the accuracy of the measurement. More specifically, the trade-off between threshold
value for the event detection and the accuracy needs to be investigated. For network monitoring purpose, the threshold
value can be defined based on the network administration policy. For anomaly detection, it needs to be tuned adaptively
to optimize the accuracy and the number of anomalies detected.

6.3 Use cases
In this section, we discuss two use cases for the proposed architecture: traffic engineering (TE) and accurate end-to-end
latency monitoring in a 5G environment.

6.3.1 Traffic engineering
Current TE algorithms in SDN (eg, Hedera37 and MicroTE38) suffer from a large overhead and huge computation costs,
which need additional hardware or can be applied only to large flows. Moreover, an SDN controller would become
overloaded while collecting flow information from switches in the network.

Using the proposed architecture, fine-grained traffic information can be collected and analyzed in the management
plane, which reduces the overhead for the controller. Moreover, the traffic information is refined and clustered in the
management plane, which reduces the number of values input to TE algorithms.

By merging the centralized network view from the SDN controller, various traffic characteristics can be analyzed, such
as traffic size, interval, duration, and end points. TE algorithms make use of this information, eg, by changing the flow
path to minimize flow latency. This information is also useful for forecasting short-term and long-term traffic status,
which enables effective TE.

6.3.2 Accurate end-to-end latency measurement in a 5G environment
A 5G mobile network enables various mission-critical services, which are not possible in current 4G environments39

because 5G supports enhanced mobile broadband and ultra-reliable low-latency communication. Each service has its own
required latency and data rate, which are specified in the service level agreement (SLA) between each service provider
and network operator. Network operators need to measure the SLA parameters of each service to ensure that they meet
the SLA. The proposed architecture can be used to measure end-to-end latency of each service accurately and detect SLA
violations when they happen. Moreover, Multi-access Edge Computing (MEC) in 5G environment requires extremely low
latency, therefore finding the root cause of delayed packet would be necessary in MEC and it would be one of the killer
use case of the proposed approach.

7 CONCLUSIONS

In this paper, we have presented the design and implementation of an INT management architecture and its two main
components: INT management system and INTCollector. INT management system is designed to control heterogeneous
INT-capable devices and INTCollector is a high-performance collector that collects INT report packets from those devices.
We defined INT network metrics to represent network information. We also proposed a mechanism to filter network
events from a huge amount of telemetry report packets with those metrics. The event detection mechanism helps extract
only important network information to store in databases.

In data centers where 10G, 40G, and 100G links are common, telemetry report rate can be very high, so we may need a
system with multiple collectors. Because INTCollector instances can work independently, INTCollector can be scaled by
adding new instances. Our work can be used for automated network operation and management with the help of artificial
intelligence (AI) technologies. As future work, we are planning to work on methods to distribute telemetry reports to
collector nodes depending on the processing capability of each node and to implement event detection in the data plane.
We are also planning to develop methods to apply our monitoring system to various scenarios including 5G environment
and service function chaining.
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